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Abstract� A subdivision scheme based on � points with Hermite data
�function and �rst derivatives� on ZZ is studied� For a large region in the

parameter space� the scheme is C� convergent or at least is convergent in
the space of Schwartz distributions� The Fourier transform of any inter�
polating function can be computed through products of matrices of order
�� The main tools for proving these results are the Paley�Wiener�Schwartz
theorem on the characterization of the Fourier transforms of distributions
with compact support� and a theorem of Heil�Colella about the conver�
gence of some products of matrices�

x�� Introduction

Hermite interpolatory subdivision schemes have been introduced by Merrien
���� He� Dyn and Levin ����� studied the convergence of these schemes to
regular functions� In this paper� we would like to consider the most general
case of a ��point Hermite interpolatory symmetrical scheme using function
and 	rst derivatives values� Such a scheme will be called HS�
� We will study
the conditions giving a C� interpolant �Section �
� and weaker conditions
allowing convergence in the space of Schwartz distributions� The last task will
be done by a computation of Fourier transforms �Section �
� This harmonic
analysis provides an additional tool to study the scheme� and allows extension
to functions which are not necessarily of class C�� To get the convergence
in distributions� we will use a result proved by Heil and Colella ��� on the
convergence of some in	nite products of matrices arising in matrix re	nement
equations�

x�� The Hermite Subdivision Scheme HS��

We assume that the function f and its 	rst derivative p are known on ZZ�
Precisely� we have two sequences fyk� y�kgk�ZZ� and we suppose f�k
 � yk and
p�k
 � y�k� We build f and p on Dn � ZZ��n by induction� At step n� if
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Hence f and p are de	ned on Dn��� The construction depends on eight
parameters� When we reiterate the process� we de	ne f and p on the set of
dyadic numbers D� �

S
Dn which is dense in IR�

For b� � d� � b� � d� � �� we recover ��point subdivision schemes� We
call them HS�
� They have been studied by Merrien ��� to get a C� function
f with f � � p� Recently� Dubuc and Merrien ��� gave a new study of the
convergence of these schemes in the space of Schwartz distributions� We want
a generalization of these results for new ��point schemes�

Now� suppose that f and p built on D� can be extended to IR in smooth
enough functions with f � � p� As n tends to �� a Taylor expansion of f� �

�n 

and p� �

�n

 at the origin gives necessary conditions on the parameters� This is

to be connected to the reproducibility of polynomials� Like Dyn and Levin
in ���� we will say that the scheme is Cr if� for any data fyk� y�kgk�ZZ� there
exist two functions� f � Cr�IR
 and p � Cr���IR
 such that f � � p and
f�k
 � yk� p�k
 � y�k� Dyn and Levin have proved that if the scheme is Cr�
then it reproduces polynomials of degree less or equal to r� More precisely� if
fyk� y�kgk�ZZ are two sequences such that there exists a polynomial P of degree
less than or equal to r with P �k
 � yk� P

��k
 � y�k� then f � P and p � P �

on D��

Proposition �� Assume that the scheme is Cr� Then the following conditions
are necessary�

for r � �� a� � b� � 
��� for r � 
� a� � �b� � �c� � �d� � 
�

for r � �� �a� � c� � �d� � ���� for r � �� �b� � c� � 
�d� � �
���

for r � �� �c� � �d� � ����� for r � �� �c� � �d� � �����

for r � �� a� � �����
�� b� � 
���
�� c� � ��
��
�� d� � ����
��

for r � �� a� � �������� b� � ������ c� � ��
����� d� � �
�����

���� Convergence and Smoothness Analyses of HS��

We now study when the scheme is C�� The necessary conditions given above
imply that a� � b� � 
�� and a� � �b� � �c� � �d� � 
� Set
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With the help of a computer algebra system� we immediately get
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Theorem �� If there exists a matrix norm k � k on IR��� such that
kAjk� kBjk� kCjk � 
� j � �
� then the scheme is C��

Proof� The functions p and f are built on D�� We want to extend them to
IR and prove that f � � p� We will do it on ��� 
�� and the extension to IR will
be obvious�

Set � � max�kAjk� kBjk� kCjk� j � �

� Then for all n � IN and for
all i � f�� � � � � �n � 
g� kU i

nk � ���
n� where the constant �� depends on the

initial data on ���� �� � ZZ� Let �� be a real number such that for any vector
V � IR�� kV k� � ��kV k�

Firstly� for n � IN� let pn be the continuous piecewise linear function on
��� 
� de	ned by pn�i��n
 � p�i��n
� i � f�� � � � � �ng� Then we have

kpn�� � pnk� � sup
i�ZZ
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n��k
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Hence we can deduce that pn is a Cauchy sequence in C���� 
�
� Therefore it
has a continuous limit that we still call p since it is an extension�

Secondly� let us set ��x
 � f��
 �
R x
�
p�t
dt� � is in C��IR
 with �� � p�

Let us prove that � � f �
Given x � D� � ��� 
� and � 	 �� there exists n such that x � Dn � since

x � Dn�� for all n� � n� we can choose n as large as we need� Since p is
uniformly continuous on ��� 
�� for n large enough and i � f�� � � � � �n � 
g� we
have

	t � �i��n� �i � 

��n�� jp�t
 � �p�i��n
 � p��i � 

��n

��j � ��
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Similarly we suppose n large enough to ensure �����n � ��
Writing x � k��n� k � f�� � � � � �ng� we have

��x
� f�x
 � f��
 �

Z x
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dt � f�x
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For all i � f�� � � � � �ng� kU i
nk� � ��kU i

nk � �����
n� and with the hy�

potheses on n� we can deduce that j ��x
�f�x
 j�
Pk��

i	� �
�n����n

Pk��
i	� � �

��� As � can be chosen arbitrarily small� we obtain � � f on D� � ��� 
��
Therefore � is a continuous extension of f on ��� 
�� f � C����� 
�
 and f � � p�

Theorem � gives a su�cient condition for the operator Un 
 Un�� to
be contractive� A weaker condition for the C��convergence of the scheme can
be obtained when the operator Un 
 Un�m is a contraction for an integer
m 	 
�

���� Examples

Before giving examples� we introduce a norm on IR� by kXk� � jx�j � 
jx�j
for X � �x�� x�
T where 
 is a real positive number� Then it is easy to prove
that for M � �mij
 � IR���� kMk� � maxkXk�	��kMXk�
 � max�jm��j �


jm��j�
jm��j
� � jm��j
� In some cases� it is convenient to know that we can

	nd a 
 	 � to get kMk� � 
 if and only if jm��j � 
� jm��j � 
 and
jm��j � jm��j � �
� jm��j
�
� jm��j
�

Example �� For HS�
� we have b� � d� � b� � d� � �� Adding the
conditions a� � b� � 
�� and a� � �b� � �c� � �d� � 
� so that a� � 
�� and
c� � �
 � a�
��� we have
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The scheme is C� if there exists a matrix norm k � k such that kAjk � 
� For
example� su�cient conditions are � � a� � � and ja�j � j
��c�j � �� j�� a�j�
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Example �� Assume that the necessary conditions to get a C
 interpolant
are satis	ed� i�e�� a� � �����
�� b� � 
���
�� c� � ��
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�� d� � ����
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For 
 � �� a numerical evaluation gives kAjk��kBjk��kCjk� � �����
�� j �
�
� Therefore the scheme is C��

Example �� Let a� and a� be two real numbers� Set b� � 
��� a��
c� � a���� ���� d� � a���� 
��� b� � �� a�� d� � �b���� c� � �
� a�� �b��
�d�
�� then the matrices Aj � Bj � Cj can be written

Aj �
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� j��� a�
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�

��a�
�

�
�

Cj �

�
� j��� a�
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If the condition j � a� � �a�j� j�� a� � �a�j � 
 is satis	ed� then the scheme
is C�� To get the result� we can use the norm k � k� with a 
 large enough�

x�� Convergence in a Distributional Sense of HS��

We consider convergence in a distributional sense of the Hermite scheme HS�
�
Such convergence has already been shown by Derfel� Dyn and Levine ��� in the
context of non�Hermite subdivision schemes� There are two basic solutions of
our recursive system �

� the 	rst one is the pair �f�� p�
 with data f��k
 �
�k��� p��k
 � �� k � ZZ� and the second one is the pair �f�� p�
 with data
f��k
 � �� p��k
 � �k��� k � ZZ� These two pairs are important because we
can express all the solutions �f� p
 of �

 with linear combinations of their
translates� For all n � IN� j � ZZ�
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n � k
 � p�k
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 �
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n � k
 � p�k
p��j��

n � k
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Notice that all these sums are 	nite since the supports of fi� pi� i � �� 
 are
contained in ���� ���

Now� applying relation ��
 successively to the pair of functions
�f�x
 � f��x��
� p�x
 � p��x��
��
 and then to the pair �f��x��
� p��x��
��

and evaluating the functions f�� p�� f�� p� at the half�integers by using �

� we
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obtain a system of functional equations for f�� p�� f�� p� which can be written
in a matrix equation as

��x��
 �
X
k�ZZ

Mk��x� k


�

 �
� �

�
� ��
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���� Fourier Transform of HS��

Let us begin with a computation without proper justi	cation� We will suppose
that the system ��
 of functional equations is valid not only when x is a dyadic
number� but also when x is an arbitrary real number� We must suppose that
f�� p�� f�� p� have been extended by continuity on IR� Now� we compute the
Fourier transform �f of a function f by �f��
 �

R��
��

f�x
e�i�xdx� Using this
Fourier operator on ��
� we get

����
 � A����
 ������


�

 �
� �

�
� ��


where A��
 is given by




�

X
k�ZZ

Mke
�ik� �

�
�
� � a� cos � � b� cos ��

i
� �a� sin � � b� sin��


i�c� sin � � d� sin��

�
� �

�
� �c� cos � � d� cos ��


�
�

To study the matrix equation in ��
� we now look at the matrix product

Pn��
 � A����
A����
 � � �A����n
� ��


More precisely� we look for conditions on the parameters to get the convergence
of the sequence of matrices Pn��
� These conditions should be independent of
the real or complex value �� The study of this sequence for complex values
of � is motivated by a generalization of Paley�Wiener theorem proposed by
Schwartz ����

Theorem 	� �Schwartz� Let F be a continuous function on the real axis which
is the Fourier transform of a tempered distribution T � Then the support of
T is contained in ��C�C� if and only if F may be extended on the complex
plane to an analytic entire function of exponential type � C�

We recall that an entire function F �z
 is of exponential type � C if

lim supjzj��
log jF �z�j

jzj
� C� To study the convergence of the matrix products

Pn��
� we will also use Proposition ��� of Heil and Colella ����



��Point Hermite Subdivision Scheme 

�

Proposition 
� If lim�A��
�n exists and is not trivial� then the sequence
Pn��
 converges uniformly on compact sets of C to a continuous matrix�valued
function P ��
 whose restriction to the real line has at most polynomial growth
at in�nity�

We are now ready for the main result�

Theorem �� For a� � b� � 
�� and ��
�
� c� � d� �



�
� for any complex

number �� the sequence of matrices Pn��
 de�ned in ��� converges� and the
convergence is uniform whenever � lies in the disk j�j � R� As functions
of �� the four components of the limit matrix P ��
 are entire functions of
exponential type � ��

Proof� A��
 �

�

 �
� �

�
� c��d�

�

�
� so that with the hypotheses and the pre�

vious proposition� the sequence Pn��
 converges on each compact set� As the
sequence Pn�z
 converges to a matrix P �z
� and as the moduli of the com�
ponents of the matrices Pn�z
 are uniformly bounded whenever jzj � R� the
Lebesgue dominated convergence theorem and Cauchy formula give us the
proof that all the components of the matrix P �z
 are analytic in z�

Finally� let us verify that each element of the matrix P �z
 is an entire
function of exponential type� Firstly� there exists a real positive number C
which depends on the parameters such that for all z � C� jjA�z
jj� � Ce
jzj�
Secondly� we know that there exists a real positive numberM �depending on
the parameters again
 such that for all z � C� jzj � 
� jjP �z
jj� �M �

Let z be a complex number such that �n � jzj � �n���
As P �z
 � A�z��
A�z��
 � � � A�z��n
P �z��n��
� we obtain the bound

jjP �z
jj� � jjP �z��n��
jj�

nY
k	�

jjA�z��k
jj� �M

nY
k	�

�Ce
jzj��
k

� �MCne
jzj�

and thus lim supjzj��
log jjP �z�jj�

jzj � �� Then the functions composing the

matrix P �z
 are entire functions of exponential type � ��

The Schwartz version of the Paley�Wiener theorem implies the following
corollary�

Corollary ��� Set a��b� � 
�� and� �
� � c��d� �



� � Then each component

function of the limit matrix P �z
 � limPn�z
 is the Fourier transform of a
distribution whose support is contained in the interval ���� ���

���� Schwartz Distributions Associated with the Scheme

We will connect the computation of Fourier transforms of the previous sub�
section with the limit matrix P ��
� This link will come from a sequence of
Schwartz matrix distributions� We set

T �n� �



�n

X
m

�
f��m��n
 p��m��n

f��m��n
 p��m��n


�
�m��n �
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where �h is the Dirac distribution at point h de	ned by �h�

 � 
�h
� Notice
that these sums are 	nite and that the distributions are compactly supported
since the supports of fi� pi� i � �� 
 are in ���� ���

Now� let us evaluate the Fourier transform of this matrix distribution�
�T �n���
 � T �n��e�i�x
� Using the system of equations ��
� we verify that a
simple induction links the sequence of Fourier transforms through the matrix
A��
� Indeed�

�T �n�����
 �



�n��

X
m

�
f��m��n
 p��m��n

f��m��n��
 p��m��n��


�
e�i�m��n�� �

We substitute f��m��n��
� p��m��n��
� f��m��n��
� p��m��n��
 by the right
member of the 	rst� second� third� fourth equation of system ��
� respectively�
with x �m��n in the last equation to obtain the recursion

T �n�����
 � A����
T �n�����


�

 �
� �

�
� ��


Since �T �����
 � I� the identity matrix� we get

T �n���
 � Pn��


�

 �
� �n

�
�

The sequence of column vectors

�
�T
�n�
�� ��

�T �n�
�� ��


�
converges to the 	rst column of

the matrix P ��
� Now� Schwartz has noticed that the Fourier transform in
the space of tempered distributions is a linear continuous transformation and
that its inverse is equal to its conjugate ���� p� 
�� of Vol� �
� Therefore the

sequences T
�n�
�� � T

�n�
�� converge to the distributions T�� T�� respectively� which

are the components of the inverse Fourier transform applied to the 	rst column
of the matrix P ��
�

Theorem ��� For a� � b� � 
�� and � �
� � c� � d� � 


� � the sequences

T
�n�
� � T

�n�
� converge to the distributions T�� T�� respectively� which are the

components of the inverse Fourier transform applied to the �rst column of the
matrix P ��
�

Now� we can prove that the subdivision scheme is always convergent in the
space of distributions D��IR
 whenever a� � b� � 
�� and � �

� � c� � d� �


� �

In the following� we use Schwartz notation for the translation operator �h�
where h is a real number� Given a function 
 in C�� and a distribution T �
then �h
�x
 � 
�x � h
 and �hT �

 � T ��h

�

Theorem ��� Assume that a� � b� � 
�� and � �
� � c� � d� �



� � If we

build the pair �f� p
 by the subdivision scheme �	� from the data fyk� y�kgk�ZZ�
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then the sequence of distributions Fn � �
�n

P�
m	�� f�m��n
�m��n converges

to the distribution F �
P�

k	���yk��kT� � y�k��kT���

Proof� Let 
 be a function in C� with support in ��N�N �� Then

Fn�

 �
�
�n

PN�n

m	�N�n f�m��n

�m��n
� We use relation ��
 to get

�nFn�

 �
N�nX

m	�N�n

N��X
k	�N��

�ykf��m��n � k
 � y�kf��m��n � k
�
�m��n


�
N��X

k	�N��

N�nX
m	�N�n

�ykf��m��n
 � y�kf��m��n
�
�m��n � k


� �n
N��X

k	�N��

�ykT
�n�
� � y�kT

�n�
� ����k

�

As n tends to in	nity� the limit of the sequence Fn�

 is
�X

k	��

�yk��kT� � y�k��kT���

�

Theorem ��� For a��b� � 
�� and �

� � c��d� �

�
� � both sequences of dis�

tributions T �n�
�� � T

�n�
�� converge� They converge respectively to the derivatives

T ��� T
�
� of the distributions T�� T� if and only if a� � �b� � �c� � �d� � 
�

Proof� Using the relations ��
 and ��
� we have�
�T
�n�
�� ��

�T
�n�
�� ��


�
��nPn����
A����

n


�
�



�

��nPn����


�
i
� �a� sin����

n
 � b� sin�����n
�
�
�
� c�

�
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 � d�

�
cos�����n


�

�
i

�
�a� � �b�
�

�
�T
�n���
�� ��

�T
�n���
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�
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�T
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�T
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�
i

�
�a� � �b�
�

n��X
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�
� c� � d�


k

�
�T
�n���k�
�� ��

�T
�n���k�
�� ��


�
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�
�



�
� c� � d�
�

n
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If j���c��d�j � 
 which is one of the hypotheses� then the right member of the
last vector equation tends to a column vector whose components are respec�

tively i�
�a��
b����
����c��d�

�T���
 and i�
�a��
b����
����c��d�

�T���
� They are the two respective

limits of the sequences �T
�n�
�� ��
� �T

�n�
�� ��
� These limits are i� �T��� i� �T���
 if and

only if �a��
b����
����c��d�

� 
� Using the inverse Fourier transform on each sequence�

it is clear that T
�n�
�� � T

�n�
�� converge to the distributions T ��� T

�
�� respectively�

Let us conclude with a theorem whose proof is similar to the proof of
Theorem 
��
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Theorem ��� Suppose that a�� b� � 
��� � 

�
� c��d� �

�
�
� and a���b��

�c� � �d� � 
� If we build the pair �f� p
 by the subdivision scheme �	� from
the data fyk� y�kgk�ZZ� then the sequence of distributions

Gn �



�n

�X
m	��

p�m��n
�m��n

converges to the distribution G �
P�

k	���yk��kT �� � y�k��kT
�
���
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